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Abstract
(Euro)WordNet, like all other semantic network based formalisms, does not contain differentiae specificae. In this article, | will argue
that this lack of differentiae specificae leads to a number of unsurmountable problems, not only from a monolingual point of view, but
also in a multilingual setting. As an alternative, | will present the framework proposed in my teesig:LDA. TheSIMuLLDA set-up
not just contains differentiae specificae (called definitional attributes), but differentiae specificae form the building blocks of the system:
the relations between meanings are derived from the application of Formal Concept Analysis to the set of definitional attributes.

1. Introduction meaning it is. But on its own, this_a link does not fully

Given the many shortcomings of systems based ogharacterise the meaning of the synset: it fails to distinguish
semantic primitives, WordNet, like many other lexical the various hyponyms of the same synset. From the point
databases and knowledge bases, is based on semantic rfdftview of the hierarchy we also neelifferentiae specificae
works (see for instance Miller (1998)). In semantic net-t0 keep the meanings/synsets within the same genus apart.
works, there is no need for anything like semantic markers In the WordNet approach, this differentiation is done by
or, as you would call them from a lexicographers point ofmeans of the other links. As an example, one could de-
view, differentiae specificae, since all information is formu- fine the synsehCTRESS by means of ans.a relation to
lated in terms of relations between (in the case of WordNetfCTOR, and afemale relation the other way around (or
synsets. In this article, | will argue that this lack of differ- alternatively ais relation toFEMALE). But although the
entiae specificae leads to a number of insurmountable protther links in WordNet do provide additional information
lems, not only from a monolingual point of view, but also about the synset, they are not designed to provide differen-
in a multilingual setting. tiae specificae. This shows in two ways: firstly, the other

As an alternative, | will present the framework proposedlinks give information independent of the a link, which
in my thesis (Janssen, 2003IMuLLDA, a Structured In- Means that they are independent of the information already
terlingua MultiLingual Lexical Database Application. The Provided by thes a link. So they cannot structurally sup-
SIMULLDA set-up not just contains differentiae specificaePlement the information lacking from the a link.

(which are called definitional attributes in the system), but ~ Secondly, not all differentiating information can be
differentiae specificae form the building blocks of the sys-modelled by means of these other links. Consider for in-
tem: the relations between meanings are derived from thétance the worchillpond whichis_a AREA OF WATER But
application of a logical formalism called Formal Concept@ millpond is not just any area of water, it is specifically
Analysis (FCA) to the set of definitional attributes. oneused for driving the wheel of a waterm{iccording to

After the presentation of the framework, | will indi- LDOCE). And there are no WordNet links for this type of
cate why definitional attributes do not give these traditionadifferentiating information.
problems by showing that the resulting framework should ~ So differentiae specificae as such do not exist in Word-
not be viewed as an ontological hierarchy, nor as a knowlNet, even though in some (or many) cases the differentiat-
edge base, but as a modest lexical database. ing information will be present or can be provided some-

In this article, the following notational conventions will how. This absence of a structural modelling of differentiae
be used: meaning-units, in the case of WordNet the synset§pecificae leads to serious problems. Let me illustrate this
will be typeset insMALL-CAPS, word-forms are setisans ~ using three examples.
serif, differentiae specificae, as well as the relations in  The first example is that, according to Vossen & Copes-
WordNet, inbold-face take (1993), (Euro)WordNet has problems dealing with

. . . verb nominalisationssSMOKER is a hyponym ofPERSON

2. The Need for Differentiae Specificae but so areRUNNER, SLEEPER JOGGER etc. The point here

One of the main aspects of the WordNet system is itds not so much that distinguishing these nominalisations is
ontological hierarchy, provided by th& a links. Although  impossible in WordNet: in principle, these can be distin-
not de facto a separate system (the link is just a link  guished by means of thavolved_agentrelation. So we
as any other), the hierarchy is often presented that way, anthn express that the involved agent $MOKE iS SMOKER,
many applications of the WordNet database only make usand hence by means of backward search say that a smoker
of this ontology. So for the moment | will consider the is a persorwho smokesThe point is that for synsets with
(ontological) hierarchy of WordNet as a system on its own.large numbers of hyponyms, there is no structural way of

Theis_a relation links a synset to itgenus proximum telling them apart: WordNet in many cases depends on the
(to use the lexicographer’s term), hence strongly charactemwntological hierarchy, so the less layered it is, the less in-
ising the meaning of the synset by indicating what kind offormative it is.



The second example makes a similar point: because a$ a lattice structure, which can serve as a structured inter-
the high dependence on hierarchy, WordNet is forced to adingua, connecting words from different languages. Let me
cept as layered a structure as possible: to indicate the rahow how this works using a simple example: the words for
lation betweereNEMY and MURDERER, WordNet has to  horses in English. This explanation is very brief; for a more
introduce a synset f@AD PERSON even though there are complete explanation | refer to my thesis (Janssen, 2002).
no words related to that synset. This introduction of ‘empty
synsets’ is not really incorrect, but at least conceptually3.1. Creating Sets of Definitional Attributes

unattractive. The hierarchical set-up of treMuLLDA system is best
The lack of differentiae specificae is most disturbingshown using a small and simple lexical field, such as the
when considered in a muItiIinguaI setting. As a third eX-words for ma|e, fema|e, young, and adult horses in En-
ample, consider the Spanish wapépo. It is a (transla-  glish. ThesiMuLLDA system aims at modelling lexico-
tional) hyperonym of both the EnglishNGER, and the En-  graphic data, so takes the definitions of these words as
glish TOE, since a finger is dedo del manoand a toe is @  found in a monolingual dictionary as a starting point. The
dedo del pie The way this is modelled in EuroWordNet is relevant definitions are given in table 1 (these are cleaned-
as follows: the Spanishepo has areg.synonymrelation  yp version of the definitions in the Longman Dictionary of

to an InterLingual Item (ILI)DEDO, and both the English  Contemporary English, henceforth LDOCE).
FINGERandTOE are related to this same ILI with a relation

eq_has hyperonymt. In this way, the wordfinger andtoe

are correctly modelled as translational hyponymeedo. colt ayoung male horse

But in this cross-linguistic linking, there is nothing fil-ly ayoung female horse
keeping the two translational hyponynfiger and toe foal' ayoung horse
apart. That is to say, language internafyGER will have mare a fully-grown female horse
apart_of relation toHAND, andTOE to FOOT, but this in- stallion a fully-grown male horse

formation is not (directly) related to the cross-linguistic link

to DEDO. Furthermore, if we would use thepart _of rela- o

tions to tell the translational hyponyms apart, they would be Table 1: Definitions of Words for Horses
used as differentiae specificae. And there are other exam-

ples in which such differentiae specificae are not available] € definitions in table 1 are analysed in theMulLLDA

For instance, the Frenakier will be linked as a transla- Set'“P as relating English words to defining aspect_s _Of the
tional hyponym ofcANAL, but the reason whiiefis more ~ Meanings expressed by these words. These defining at-
specific (namely that it is a canatinging water from a tributes are calledlefinitional attributes As an example,

stream to a hydraulic installatignvould not be modelled the first definition in table 1 relates the wazdlt to the def-
because WordNet has no links to provide for it. ' initional attributesmale andyoung. On top of these defi-

Such examples show that in a lexical database, therBiFional at_tributespolt_is_ related to a sense hbrs_e. _But
is a definite need for a structural modelling of differen- this meaning ohor_se is itself alsa related in the dictionary
tiae specificae, especially in a multilingual setting. Al- {0 definitional attributes and a further meaningasimal,
though in this section, the criticism is specifically aimed &c- This will go on until the genus term is what you might
at (Euro)WordNet, any hierarchy based system withoufa!l @n€mpty genus termiThe claim is thathing in a def-
a structural modelling of differentiae specificae will en- INition readinga thing which ... is just there because a
counter the same problem, though they might show up iexical definition without a genus term is hard to formulate

a different guise. Let me now turn to the system propose(ﬁin some cases). In this way, all lexical definition can be
in my thesis which does use differentiae specificae ‘unravelled’ into sets of definitional attributes. For simplic-

ity, | will here ignore the relation of the words in table 1 to
3. SIMuULLDA the wordhorse, and treahorseas if it were a definitional
In my thesis, | describe a multilingual lexical databaseattribute. This leads to a situation in which the definitions
set-up calledsiMuLLDA, in which differentiae specificae intable 1 are analysed as in table 2.
play a crucial role. The differentiae specificae are modelled

within the system by means of entities calléefinitional horse | male | female | adult | young

attributes ThesIiMuLLDA system is designed to be a mul- | HORSE X

tilingual lexical database system from which bilingual def-| STALLION X X X

initions between arbitrary pairs of languages in the system MARE X X X

can be derived. FOAL X X
ThesiMuLLDA set-up consists of a number of steps: the| FILLY X X X

data from monolingual dictionaries are reduced to sets of coLT X X X

definitional attributes. These sets of definitional attributes o _
are turned into a lattice structure by means of a logical for- Table 2: Definitional Attributes for Horses
malism called Formal Concept Analysis (FCA). The result

This situation is symmetrical in EuroWordNebeDO and So in thes”\/'_ULLDA set-up, every Word expresses a
FINGER are also related via the ILHINGER. But that has no im- number of meanings, and these meanings are analysed in
pact on the example. terms of sets of definitional attributes. And these defini-



tional attributes are nothing more than the accumulated difis placed haveioung in their set of definitional attributes,
ferentiae specificae from their lexical definitions in mono-and conversely, all nodes abogeLT havecoLT in their
lingual dictionaries. set of meanings (i.e. a definitional attributess put above
_ (al,alm), and a meaning is depicted undefa™ AT)).
3.2. Formal Concept Analysis
The data in table 2 are organised within theluLLDA
set-up by means of a logical framework called Formal Con- horse
cept Analysis (henceforth FCA). FCA was developed by
Ganter and Wille in Darmstadt (Ganter and Wille, 1996).
It is an attempt to give a formal definition of the notion
of a ‘concept’, within the boundaries of a model-theoretic
framework. The idea behind FCA is the following: in a
model, those objects that share a common set of attributes
belong together; they form the extension of a concept, the
intention of which is the set of attributes that they share.
The formal representation of FCA is follows. Take a set
of objectsG, a set of attributeM, and a relation relating
the objects to the attributes. We define the set of formal Figure 1: Concept Lattice for Horses
conceptsB over a contextG, M, I) in the following way:

Bl={geG|V¥beB.(g,b)cl} (1) The construction of a concept lattice from a tabular rep-
T resentation of a context can be done automatically on-line
Al={meM|VacA. (am)el} (2) by means of Java Applet written as part of my thesis. The

B(G,M,I)={(A,B)|A=B'AB=A"} (3) Java-Appletis called JaLaBA (a Java Lattice Building Ap-

The way FCA is applied irsiMuLLDA is as follows: plication). JaLaBA gives ask for a set of formal objects
the meanings in table 2 are taken as formal objects (the e|@nd a set of definitional attributes, and a relation between
ments ofG), and the definitional attributes relation to them them, gives the related set of formal concepts, and then dis-
are taken as formal attributes (the elementsipfThis lead ~ Plays @ 3D rotatable model of the corresponding Hasse di-
to a set® of formal concepts consisting of pairs of sets of 89ram. JaLaBA can be found on the web-site of my thesis:

meanings and sets of definitional attributes. There are tefittP://maarten janssenweb.net/simullda

such formal concepts in total, which are listed in table 3. 3.3. Interlingual Concept Lattice

{HORSE, COLT, STALLION, MARE, FOAL, FILLY }, {horse}) The meanings irsIMuLLDA are abstracted from mono-
{MARE, FILLY }, {horse, femalé ) lingual dictionaries. So the meaningSALLION in table 2
{MARE}, {horse, female, adul}) is derived from LDOCE. But the meaningTALLION as
(STALLION, COLT}, {horse, male) such is not an English meaning: the same meaning can be
expressed by the French wathlon. Therefore the formal
objects insiIMuLLDA are not taken to be language depen-
dent meanings, but ratheterlingual meaningswhich can
be expressed by words in various languages. It is clear that
the definitional attributes defining these interlingual mean-
ings cannot be language specific themselves. So also defi-
nitional attributes irsiIMuLLDA are interlingual entitiesfe-
Table 3: Formal Concepts for Horses male is a language independent definitional attribute, that
can be lexicalised in English by the expressiemale but
The formal concepts i3 have a natural order: for- @IS0 in French by the expressitemellg or in Dutch by the
mal concepts with more defining attributes are more spe€XPressiomannelijk
cific those with less defining attributes. And also, all those ~ Since the lattice in figure 1 thus contains only language
objects that belong to a subconcept also belong to its suhdependent entities, it can be taken as an interlingual struc-

perconcept. So we define an order relatiorover 8 as  ture, to which words of various languages can be related.
follows: B This gives the situation as depicted in figure 2. Some nota-

tional conventions related to this figure: every interlingual
meaningy has a (possibly empty) set of words lexicalis-
(A1, B1) < (A2, Bs) & A1 C Ay & B, C B (4)  ingitin every languag, denoted by wrg (), and every

Th lation< ord he f | . ble 3 word x of every language has a set of interlingual meanings
e relation< orders the formal concepts in table 3 expresses, denoted by rrng.

into a lattice structure, which can be displayed in a Hasse-
diagram as in figure 1. The nodes in this lattice represent

the formal concepts, where the related sets of meanings and In the set-up depicted in figure 2, it is possible to
attributes can be found as follows: all formal concept befind translational synonymsx is a translational synonym
low the node above which the definitional attribyteung  of vy, iff wrdy (mng(z)) 2 y. To give an example:

(
(
(
(
({STALLION, MARE}, {horse, adult})
({sTALLION}, {horse, male, adult)
(
(
(
(

{FOAL, coOLT, FILLY }, {horse, young)
{coLrt}, {horse, male, young)

{FILLY }, {horse, female, young)

@, {horse, female, young, male, adu})




horse glish relating the worccolt to the descriptiormale foal
horse cheva_l In this way, also lexical definitions can be retrieved from
foal '°'"{W‘ an e |- poulain the system. Notice that this lexical definitiomale foalis
filly N ﬂ pouliche | not the same definition as the one that formed the starting
mare ‘ A ‘ étalon point of the analysis (see table 1): LDOCE does in fact not
colt K <7\ jument give the genus proximum, but a more remote genus term.
stallion ALY A oL %:cm But firstly, the rendered definition is nevertheless correct,
\\V and secondly, the LDOCE definition can also be rendered

in the same way: we also have tlabLT < HORSE, with

a larger definitional surplusfyoung, male}. This leads to
the original definition ofcolt asyoung male horse The
claim is that the generation of lexical definitions, as well
mng(stallion) D STALLION, and Wrgkench(STALLION) D as the lexical gap filling procedure, does not give a unique
étalon, soétalon is a translational synonym stallion. In  result, but does give only correct results.

other words, just following the lines gives you translational ~ Let me conclude this section by observing that not all
synonyms. definitional attributes are as ‘simple’ as the ones in this

More interesting is the situation when there is a lexi-€xample. For instance, the Petit Robert definitiorbieff

cal gap. In thesiMuLLDA set-up, there is a lexical gap iff is canal qui conduit les eaux d’'un cours d’eau vers une
wrd(mng(z)) = 0. An example of a lexical gap in fig- machine hydrauligue There is no translational synonym
ure 2 is that there is no French translational synonym foin English for bief, but given an analysis of the data in
colt. There only is the more general translational hyper-SIMuLLDA, we would have thatgiEr = CANAL + qcled-
onympoulain. cvumh’, where the lexicalisation in English ofANAL
mngx), and look up the lattice to find the first supercon- Cvumh would bebringing water from a stream to a hy-
cept which has an interlingual meaning depicted under ifiraulic installation So any differentiam specificam can be
for which there is a lexicalisation in the target language.captured by a definitional attribute.

So forcolt, this mFer]mguaI meaning would breoaL, and 4. Definitional Attributes

the fact hatpoulain is a translational hyperonym afolt
is modelled by the fact thatoLT C mng(colt), the re-
lated formal conceptcoLT!!, coLT!) (1 will use coLT as

Figure 2: Concept Lattice with Words

As | have tried to show in the previous two sections,
there is a definite need for differentiae specificae in a lex-
a name for this formal concept) is a subconcepEoAL , ical database, especially in a multilingual one. That it is
and Wrdkrenct{ FOAL) 2 poulain. possible to set up a system using such differentiae specifi-

As claimed in the previous section, the things keepinglCae suchasin thULLD_A set-up. And thz_it such asetup
colt and poulain apart should be the differentiae speci- eads to a correct modelling of lexical relations even in such
ficae. And differentiae specificae are implicitly presentpro.blemat'c. cases as lexical gaps. But of course the d|ff<-ar-_
in the SIMuLLDA set-up: if we consider the formal con- entiae specificae introduced in a system, such as the defini-
cepts coLT and FOAL, then by the simple fact that tional attributes in the case sfMuLLDA, are at least remi-
COLT < FOAL. We kr'10w thatcoLT has more defini- niscent of the very thing WordNet reacted against: Katz &

- ' Fodor style semantics primitives (Katz and Fodor, 1963).

tional attributes thamoAL. If we define a functiorextto . .
So naturally, from the perspective of semantic network the-

give the set of definitional attributes of a formal concept™". ! : . : o
(ext((A, B)) = B), then thisdefinitional surpluswill be ories, there is a reluctance to introduce differentiae specifi-
9 - ]
cae.

ext(coLT)\ext(FOAL) = male. Somaleis the differen- In the th f Katz & Fod i K
tiam specificam distinguishingoLT from other hyponyms n the theory of Kalz odor, semantic markers are
supposed to provide the foundation of knowledge, by their

of FOAL such asiLLY. beina innate building blocks to which all i b
The differentiae specificae, as well as the genus proxi- €ing Innate buriding blocks fo which all concepts can be

mum, are hence modelled at the interlingual level. Within:]e(:unced' Brl:lt thr?t pi)lreserr:ce ct): ie:narnt(;c Ft)i”r:i't',:i/e‘:‘hdofs
the interlingua, you could say thatOLT = FOAL + male'. ot hecessartly entall such a strongly reductionistic theory

The language specific differentiae specificae are obtainegl;irr:ifsgfsngs;u?ﬁ fs?‘?r {::tfngoﬁlefgevirrzggﬁ S;gﬁirgr?rgf'c
by taking the lexicalisation in the desired language of thiszémant' 'e interoretativeas advocated by Rastier (1987
definitional surplus. We get the translation of our lexical Ique interp N v y ler ( ),

gap by lexicalising both parts of the right-hand side of '[histl:;]omrer (1980) Ifrgécr;:hervsv'hrﬂe simt;n?c r%rlm::xes |rr1mth|s
equation in the target language. Since the French lexicali- eory are calle €5 which constitute meaning units

sation ofmale is male, we can conclude thablt in French callessememes Rastier explicitly d?scusses th'aérses do
is poulain néle. This process of generating a translation forggt hg;’/z datr(])yh(:vt-etr?ctemg?eprfgﬂi:ﬁcz Sr?é?i?ﬁ:/cegglrkr?(r; ?r:e
a lexical gap is calletéxical gap filling Notice that the lex- PP - ey ' ' (

ical gap filling procedure renders what Zgusta (1971) CaIISterestlngly) indivisible, they are not (necessarily) small in
anexplanatory equivalentnd not aranslational equiva- 2l actually is canal de @rivation qui .., but | want to

lent o avoid here the for this point irrelevant question whettemal de
We could also have opted to lexicalise all elements ofderivation should be taken as a complex genus term, or whether
the above equation within the same language, hence in Enle cerivationcounts as a differentiam specificam.



number, and they are not qualities of a referent or part of a Thirdly, definitional attributes are not denotational in
concept. Especially in its description by Messelaar (1990)nature. Definitional attributes are aspects of word mean-
semes have a striking resemblance to definitional attributesngs, not of (the) objects denoted by those words. And

| do not want to give here an elaborate description ofthe interlingual meaning and/or the related set of defini-
semes, their relation to semantic markers or a comparison ttonal attributes are not supposed to fix the denotation of the
the sIMuLLDA set-up: definitional attributes are n@érses  word. Denotational semantics is very problematic, and it is
either. But it is important to observe that the introductioneven very dubious if every word(meaning) can be said to
of definitional attributes does not entalil a strong theory ofhave a fixed denotation at any given moment. Furthermore,
meaning. Definitional attributes are meant to be little moredenotational semantics can never give a complete picture
than what they are: theoretical entities that help to distin-of word meaning. For instance, words can be metaphori-
guish hyponyms of the same genus, and that make it posally attributed to objects, where the meaning of the word
sible to generate bilingual lexical definitions even for non-is applied without the claim that the object to which it is at-
corresponding meanings. In my thesis, | give a lengthy distributed falls under the denotation of the word. So the fact
cussion of the nature of the basic element ofgheuLLDA that within thesiIMuLLDA set-up,COLT is a subconcept of
set-up: words, word-forms, languages, interlingual meanfFOAL is not intended to express the ontological inclusion
ings, and definitional attributes. For the moment, | will of the class of colts in the class of foalssIMuLLDA pro-
merely mention three properties definitional attributes arevides a lexical hierarchy, which should not be taken as an
explicitly notsupposed to have. ontological hierarchy.

Firstly, definitional attributes do not form a special  This last point is independent of the presence of differ-
closed set of indivisible, innate semantic primitives. Thisentiae specificae: also hierarchical systems without differ-
should be clear from the example in section 2: the differ-entiae specificae, such as WordNet, should be taken as pro-
entiam specificanused for driving the wheel of a water- viding a lexical hierarchy, and not an ontological hierarchy.
mill will constitute a definitional attribute, even though it It is even dubious whether there really is an ontological or-
has a clear internal structure. As a definitional attributedering on the world. This is not to say thetMuLLDA is
it will count as an atomic entity, disregarding its internal not an ontology in the sense often used in computer sci-
structuré. So it is not an interestingly indivisible defini- ence. For instance, the set-up is in many ways compara-
tional attributes. And it would clearly be absurd to supposeble to theontology clusteringset-up proposed by Visser &
that such a definitional attribute is in any way innate. NewTamma (1999), which has a shared ontology and attributes
concepts arise every day, and new concepts can entail nesver the concepts in it. Also in their set-up, a translation for
definitional attributes, so there is not even a closed set o lexical gap is created aftéthe attributes of the concept
definitional attributes: new definitional attributes are intro-in the source ontology are compared with the attributes of
duced when need arises. the hypernym [found in the shared ontology] to select the

Secondly, sets of definitional attributes do not constitutedistinguishing features.The point is thasIMuLLDA does
a complete description of the concept related to the wordhot provide an ontological hierarchy in the philosophical
that expresses the interlingual meaning in question. That isense.
to say, interlingual meanings in tlseMuLLDA set-up are in Given the modest nature of definitional attributes, it
a way defined in terms of sets of definitional attributes. Butwill be clear that there are no strong claims concerning
that does not result in saying that all information relatedthe meanings in theiMuLLDA set-up. This is not sur-
to the word expressing that interlingual meaning is cap-rising if you consider thasiMuLLDA aims at modelling
tured by the definitional attributes. For instance, stylisticlexicographic definitions, and lexicographic definitions do
information and other language-internal characteristics ofot really ‘give’ a description of the meanings of a word;
the word are not modelled by the interlingual meaning, buthey rely on knowledge of related words to ‘hint at’ the
handled at the level of the individual languages. Also, promeaning of the word. A nice example of this is given by
totypes play an important role in the information/conceptHanks (2000), who shows that a lexicographic definition
related to a word. But prototypes cannot be interlingualof a chinaman (saya left-hander’s googlyis only useful
since, as shown by for instance Putnam (1988), prototypei$ you know about googlies, leg breaks, off-breaks and re-
do not translaté So thesiMuLLDA set-up is not supposed lated cricket terms. Given the elusive nature of words, any
to provide a knowledge base: it is a lexical database, cortheory that makes strong(er) claims is likely to runs into
taining some aspects of word-meaning. In particular thosgrave problems.
aspects necessary for producing the kind of bilingual defi-
nition found in bilingual dictionaries. 5. Conclusion

In this article, | hope to have shown the need for a struc-

3 . . . . . .
In my thesis, | discuss some cases in which adopting a Certa'j[hral modelling of differentiae specificae in a (multilingual)

internal structure for definitional attributes proves beneficial, an .

also discuss order sets of definitional attributes, but in genera ,exmal,database‘ and, the ad_vantage; _OS]MLLDA set- .
definitional attributes are atomic. up which has such differentiae specificae by means of its

“pytnam goes on to claim thperceptual prototypes may be definitional attributes. As already said, the criticism in this

psych0|ogica||y important‘ but they just aren‘“eanings_ not al’ticle was mainly direCted at the EUI’OWOI’dNe'[ Set-up, but
even “narrow” ones (op.cit. p.46).Although | am not unsym-

pathetic with this point, it is not this strong claim | am aiming at  °This independently of the questions whether all colts are in
here. fact foals.



applies equally to other hierarchical systems without dif-Pepijn R.S. Visser and Valentina A.M. Tamma. 1999.
ferentiae specificiae. For instance, as far as | can tell, the An experience with ontology-based agent clustering.
SsIMPLE framework, which in a way is a succesor of Eu- In Benjamins, Chandrasekaran, Gomez-Perez, Guar-
roWordNet, does not add structure to overcome the prob- ino, and Uschold, editorg2roceedings of the IJCAI-99
lems described in section 2. Workshop on Ontologies and Problem-Solving Methods
Of course, the question wheth&muLLDA could really (KRR5) Stockholm.
provide a better alternative for a system like EuroWordNetPiek Vossen and Ann Copestake. 1993. Untangling defi-
is an (at least partly) empirical question: lexical databases nition structure into knowledge representation. In Bis-
and knowledge bases are designed for practical applica- coe, de Paiva, and Copestake, edittmberitance, De-
bility. The simuLLDA approach is, however, a theoreti- faults, and the LexicanCambridge University Press,
cal feasibility study, performed as a PhD-project, and the Cambridge. 1993.
SIMuLLDA system has not (yet) been implemented or tested.adislav Zgusta. 1971Manual of LexicographyMouton,
at large scale. Den Haag.
This is not to say that there is no empirical evidence
for the applicability of the system: in my thesis, there is
an empirical test whether the around 50 words for bod-
ies of water from 6 different languages (English, French,
Dutch, German, Italian, and Russian) can be correctly han-
dled within thesimMuLLDA set-up. Describing the results of
this test here would be too lengthy, and the test did bring
forward some problems (or weaknesses) of the set-up. But
the claim is that all the problems that have a solutions could
be solved to satisfaction within the system. Although this
does not provide a large-scale test, it does show that within
an actual domain of lexical definitions, the systems works
properly. The lexical field was not arbitrarily chosen, but
was taken because it is a lexical field that is often quoted
as problematic, both in terms of definability, as in terms of
cross-linguistic differences, such as the often cited case of
river andfleuve So it is intended to provide some empir-
ical evidence for the practical applicability of the system.
But the only way to really test it is of course to build an
application and fill it with data.
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